Kumamoto J. Math. 1
Vol. 11, 1~17 March (1998)

CERTAIN SUBCLASSES OF PRESTARLIKE FUNCTIONS
WITH NEGATIVE COEFFICIENTS

M. K. Aouf, H. M. Hossen and H. M. Srivastava

(Received May 23, 1997)

Abstract

The object of the present paper is to investigate coefficient estimates and closure
theorems for the subclasses R,[A, B, a] and C,[A, B, @] of prestarlike functions with
negative coefficients, which are introduced here. Various distortion theorems for frac-
tional calculus of functions f(z) belonging to these subclasses are also proven.

1. Introduction and Definitions
Let A denote the class of (normalized) functions of the form :
fR)=z+ ianz", L.y
=)
which are analytic in the open unit disk
U:={z:2¢ C and |z|<1},
and‘let S denote the subclass of A consisting of functions which are also #nivalent in U. Then

a function f(2) in S is said to be starlike of order y in U if and only if

zf'(2) .
Ref s }>7 ew; 0sy<. 1.2)
We denote by S*(y) the class of all functions in S which are starlike of order 7 in U. It is
well-known that

S*(y)cS*(0)=S*

The class $*(y), introduced by Robertson [9], was studied subsequently by Schild [10],
MacGregor [3], and Pinchuk [8]. Moreover, the function :
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z
5/(2) S
is the familiar extremal function for the class S*(y). Setting

1 (k—27)
oy, M=2F —5r= (e N\(1}; N:=(1,2,3,}),

s,(z) can be written in the form:

s{2)=z+ ic(y, n)z".

n=2

We note that c¢(y, ») is a decreasing function in 7 and that

o (red)
a1 (=)
o (>

For A and B fixed,

—1<A<B<], 0<B<l1, and 0<a<],

we say that a function f(z) € S is in the class S*(A4, B, a) if and only if

zf'(2) < 1+[B+(B—A)1—-a)lz

£(2) 1+Bz (ze U)
or, equivalently, f(z) € S*(A, B, a) if and only if
%(?—1
BL(Z)—[;i(A~B)(1—a)] < GO

f(2)

Furthermore, a function f(2) is said to belong to the class K(A, B, ) if and only if

zf'(z) € S*(A, B, a).

.3)

1.4

(1.5)

(1.6)

1.7

Let (f % g)(2) denote the Hadamard product (or convolution) of two functions (2) and g(z),

that is, if f(2) is given by (1.1) and g(2) is given by
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9(z)=z+ 2 bu2", (1.8)
then
(F*g)z):=z+ 2 anbn2”. 1.9)
n=2

Let Ry(A, B, a) be the subclass of A consisting of functions f(z) such that

zh(z)
h(z)

—[B+(A-B)1-a)]

1

o) <l (zeU) (1.10)

h(z)
(A and B fixed; —1<A<B<1; 0<B<l; 0<a<1),

B

where
W2)=(f*s,)(z) (0<y<1). 1.11)
Also let C/(A, B, a) be the subclass of A consisting of functions f(z) satisfying the condition :

zf’(z) G R7(A7 Bn a)
(—1<A<B<1; 0<B<l; 0<a<l; 0<y<l).

We observe that R,(—1,1, a)=R,(a) is the class of y-prestarlike functions of order o,
which was introduced by Sheil-Small et @f. [11]. Also

R/(—8, B, )=RAa, B) (0<B<1)

is the class of y-prestarlike functions of order @ and type £, which was studied by Ahuja and
Silverman [1].

Finally, let T denote the subclass of A consisting of functions f(z) whose nonzero coeffi-
cients, from the second on, are negative. Thus a function f(2), analytic in U, is in the class T'
if it can be expressed as

f(2)=z— ) a2 (a.20). (1.12)

s

We denote by T*(A, B, a), C*(A, B, a), R,[A, B, 2], and C,[A, B, a] the classes obtained by
taking intersections, respectively, of the classes S*(A, B, @), K(A, B, a), R.A, B, a), and
C,(A, B, @) with the class T. The classes T*(A4, B, a) and C*(A4, B, @) were studied by Aouf
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[2], the class B,[—1, 1, a]=R;[a] was studied by Silverman and Silvia [12], the class C,[—1,
1, a]=Cy[a] was studied by Owa and Uralegaddi [7], and the class R,[— 8, 8, a]=R/[a, Bl (0
< B<1) was studied by Ahuja and Silverman [1] and (subsequently) by Owa and Ahuja [5]. In
the present paper we propose to investigate several important properties and characteristics of
the general classes R,[A, B, @] and C,[A, B, a], which we have defined here.

2. Basic Characterizations Involving Coefficient Estimates

We first state and prove

Theorem 1. A function f(2)€ T is in the class R,[A, B, a] if and only if
Z[(1+B)(n—1)+(B—A)(1—a)]c(y, n)an < (B—A)1—a). @.1)

The result is sharp.

Proof. It is known from [2] that a necessary and sufficient condition for f(z) € T to be in
the class T*(A, B, a) is that

2[(1+B)(n—1)+(B—A)(1—a)]a,, < (B-A)1—a).
Since

(f ks )R)=2—) c(7, n)anz" (an20),

s

n=2

where s,(2) is given by (1.5), the result (2.1) follows. Further, we can see that the function f(z)
given by

_ (B-A)1-a) :
A= A BY =D+ (B- A=l (¢ N @2

is an extremal function for Theorem 1.

Theorem 2. Let f(z)€ T. Then f(2) is in the class C,[A, B, a] if and only if

s

w1+ B)(n—1)+(B—AY1—a)lc(y, n)as < (B—AX1—a). (2.3)

n

2
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The result is sharp.

Proof. Since f(z) € C;[A, B, o] if and only if zf’(z) € R,[A, B, al, we have Theorem 2 by
replacing a» by na. in Theorem 1. Further, we can see that the function f(z) given by

_ (B—A)1-0a)
f@= 2 B DT B =l € N\I) @4

is an extremal function for Theorem 2.

Corollary 1. Let f(z)€ T be in the class R,[A, B, al. Then

(B—AX1—a)
“T+B-DHB-A-alcr.m " NID. @5)

Equality in (2.5) holds true for the function f(z) given by (2.2).
Corollary 2. Let f(2)€ T be in the class Cy[A, B, a). Then

(B=A)1-a)
AT BG-D+ B AT G N (2.6)

Equality in (2.6) holds true for the function f(z) given by (2.4).
3. A Set of Closure Theorems
Theorem 3. The class R,[A, B, a) is closed under convex linear combination.

Proof. Let each of the functions /(z) and f£(z) given by
flz)=2z— Zan.: 2" (ans20; j=1,2) 6.1
n=2

be in the class R,[A, B, 2]. Then it is sufficient to show that the function %(z) defined by
H2)=H(2)+A-)f(z)  (0<2<1) 3.2)

is also in the class R,[A, B, a]. Since, for 0<i<1,

hz)=z— 2 {Agn,+(1—A)anz}z", (3.3)

n=2
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with the aid of Theorem 1, we have

2[(1 +B)(n—1)+(B— A)1—a)lc(r, n){Aani+(1—A)ana}

n=2

< (B—-A)1-a) (0<2a<1),

which implies that #(z) € R,[A, B, a).

Similarly, we can prove

Theorem 4. The class C,lA, B, a) is closed under convex linear combination.

Theorem 5. Let
H(2)=z
and

(B—A)1—a)

D=2 [ B+ (B-A=dleG, e 7N

Then f(2) is in the class R, A, B, a] if and only if it can be expressed in the form :
f(2)=) Anfa(2)

where

An20 (€ N) and 2A»=l.

n=1

Proof. Assume that

F@D)= Y dnfil2)

. (B-A)1-a)
41+ B)n—1)+(B—AX1-a)lc(y, n)

An2",

Then it follows that

(3.4)

(3.5)

(3.6)

(3.7

(3.8)
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1 [(1+ BYXn—1)+(B—A)1 - a)lc(z, n)
(B-A1—a)

(B-A)1—-a) A
T+ B)(n—-1)+B-A0-a)lc(7, n) "

3.9)

=Ya=1-a<1.

ns=2

Therefore, by Theorem 1, /(2) € R,[A, B, al.
Conversely, assume that the function f(z) defined by (1.12) belongs to the class R,[A, B, a].
Then we have

(B—AX1—-a)

ST B-D+B-A-aeG,m N 0
Setting
_ [a+B)(n— (11)3+(2)(1A)21) Aer.m) (e N\(1Y) (3.11)
and
A=1- ia,,, (3.12)

n=2

we see that f(z) can be expressed in the form (3.7). This completes the proof of Theorem 5.

In precisely the same manner, we can prove

Theorem 6. Let

H(z)==z (3.13)
and
_ (B—A)1—a)
&) = 2= B e DT BAA=alG e €N 3.14

Then f(2) is in the class C,[A, B, a) if and only if it can be expressed in the form :
H2)= ) hafil2) (3.15)

where
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A=0(neN) and ZA,.=1.

n=1

4. Operators of Fractional Calculus

Various operators of fractional calculus (that is, fractional integral and fractional deriva-
tive) have been studied in the literature rather extensively. We find it to be convenient to
restrict ourselves to the following definitions used recently by Owa [4] and others (¢f, e.g.,
Srivastave and Owa [13], [14]).

Definition 1 (Fractional Integral Operator). The fractional integral of order p(p>0)is
defined, for a function f(z), by

i(9)
Dz - — N .
f(z) F(ﬂ) (z ;«)l W d¢ 4.1)
where f(z) is an analytic function in a simply-connected region of the z-plane containing the
origin, and the multiplicity of (z— £)*~! is removed by requiring log(z— ¢) to be real when z—¢
>0.

Definition 2 (Fractional Derivative Operator). The fractional derivative of order u (0<
#<1) is defined, for a function f(z), by

" 1 = f(§)
Dxf(z) - #) dZ (z g)pdgs 4.2)

where f(z) is constrained, and the multiplicity of (z— &)™ is removed, as in Definition 1.

Theorem 7. Let f(2)€ T be in the class R,[A, B, a] with

1

—1<A<B<1, 0<B<l1, 0<£a<l, and 0S737. (4.3)
Then
Mooy (L G AT (T )
(4.4)
< 1D = g {1+ G AT BT )

(>0, ze D).
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The result is sharp.

Proof. Let
F(2)=T(2+p)z™"D:"f(2)
o,
=z— Z@(n)anz",
where

O(n)=LADTCr) oy,

I(n+1+y)
Then it is easily verified that
0<B(m<O@)=52 (u>0; neN\1).

We note also that

oy, n+D2cly, ) (0<y<E; ne NI

Since f(2) € R,[A, B, a], Theorem 1 implies that

2[1+B+(B—A)(1—a)](1—r)Zan

< i[(1+B)(n—l)+(B—A)(l-—a)]c(r, n)an < (B—A)1—a),

so that

i" < (B—A)1—a)
1 21+ BH(B-A)1-a)l(1-7)°

n=

Thus we find from (4.7) and (4.9) that

(4.5)

4.6)

4.7)

(4.8)

4.9)
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|F@2)| = |z|—®(z)|z|22a..
n= 4.10)

(B—AY1l—a)
C+u1+B+B-A01-a)]1-7)

> | 2| |z[?

and

|F(2)| < |2l+8(2)] 2P ), ax
= (4.11)
(B—A)1—-a) |22
G+ I+ B+(B-A1-al1-7) *""

< |z|+4

which prove the inequalities (4.3) of Theorem 7. Further, equalities in (4.3) are attained for the
function f(z) given by

=& ( (B A)(l a)
Dz*f(z) = r(z+ﬂ) U Cr T B B=-A0—-ali=77% 2) (4.12)
or, equivalently, by
_ (B—A)1—a)
1@ = 2= B (B= A= JTa=7 % 4.13)

Thus we complete the proof of Theorem 7.

Corollary 3. Under the conditions of Theorem 7, D;*f(z) is included in the disk with
center at the origin and radius n given by

(B—A)1—a) } (4.14)

n=Term l“(z+ﬂ)[1+B+(B —A0-DA=7)

Using Theorem 2, we have

Theorem 8. Let f(2)e T be in the class CLA, B, al with the parametric constraints given
by (4.3). Then

| z|*# [ (B—A)(1—a) |z|}
Ir'2+p) l 2(2+ﬂ)[1+B+(B—A)(l—a)](1—7)

1"(2+,u)l TZ(2+u)[1+B+(B A)(l )I1—7)

(u>0; ze U).

(4.15)

<|D*f(2)| <
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The result is sharp for the function

(B—A)1—a)
1+ B+(B-A)(Q—-a)l(1— 7)

f(2)=z (4.16)

Corollary 4. Under the conditions of Theorem 8, D;*f(2) is included in the disk with
center at the ovigin and radius r: given by

" l1 . (B—A)1-a) } @17

1"(2+#) 22+u)1+B+(B-A)(1-a)l1-n T

Theorem 9. Let f(2)€ T be in the class R,[A, B, a] with the parametric constraints given
by (4.3). Then

| z[1-* [1 (B—A)Y1—a) IZI}
re-p " @-pl+B+(B-A)X1-2))(1-7) 418
, L2 (B—A)X1-a) )
<1087 < w1+ e prr B R A=l
(0=<p<l; 2¢U).
The result is sharp.
Proof. Let
G(2)=T(2—p)z"Dif(2)
—,_\D(n+D)P@—p)
L Tmtl-s 7 (4.19)
=z— Z nd(n)anz",
where
_D(n)r(2—p)
q’(”)_—l‘(n =) (ne N\(1}). (4.20)
Noting that

0<®(n) < B(2) = ﬁ (0<p<1; neN\{1), @.21)
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and since

%[1+B+(B—A)(1—a)]c(7, Z)S"n @n

n=2

= 4.22)
< Y 1(1+B)n—1)+(B- A1~ )c(r, Wax

n=2

< (B-A)X(1—a),

which follows readily from Theorem 1, we have

Ynan< (B—A)1-a) 4.23)

[1+B+(B-A)(1-al1-7)

Thus we find that

1G(2)] = |2l -(@)| 2 ) 7 an
n=2 (4.24)
(B—A)1—a) |z
@2—p)1+B+(B-A)(1-a)l1-7)

> |z]

and

16(2)| < |zl+@(@ ) n an

n= (4.25)
(B—A)1—a)

=l g mT BTGB A0 —a1=7

[2F,
which yield the inequalities (4.18) of Theorem 9 under the parametric constraints given by (4.3).

Since equalities in (4.18) are attained for the function f(z) given by

, (B—A)1—g)
DH(D) = T~ AT B R A== 4.26)

or, equivalently, by (4.11), we complete the proof of Theorem 9.
Corollary 5. Under the conditions of Theorem 9, Dif(2) is included in a disk with its
center at the origin and radius vs given by

(14 (B—A)1—0) }
"= r(z © U T 2=+ B+(B-A)1-al1-7)

4.27)
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Finally, using Theorem 2, we obtain

Theorem 10. Let f(z)€ T be in the class C,[A, B, a) with the parametric constraints given
by (4.3). Then

| z|=# (1 (B—A)1-a) | |}
1"(2 #)l Z(Z—ﬂ)[l+B+(B_A)(1_a)](1_7’) z (428)
) L (B-AX1—a) '
<105/ = 3= (1 T BB =TT
(0<p<1; zeU).
The result is sharp for the function f(2) given by
., _ -4 (B—A)Y1—a)
Dif(2) = 1=\~ 2= pT B+ (B- A1 =a1=7)* } “2)

o7, equivalently, by (4.16).

Corollary 6. Under the conditions of Theorem 10, D:f(2) is included in a disk with its

center at the origin and radius rs given by

-1 (i (B—A)1—a)
"TTE—4) Lt 22— )1+ B+(B—A)1—-a)[(1—7) } (4.30)

5. A Generalized Fractional Integral Operator

In this section we shall make use of the generalized fractional integral operator I§*” given
by (¢f. Srivastava et al. [15]).

Definition 3. For real numbers 8>0, 8, and 7, the generalized fractional integral operaior
127 is defined by

127/(2) = 25 [a-truRi(8+8, - n; B1-2)r(Ot, 6.)

r‘(ﬂ)

where f(z) is an analytic function in a simply-connected region of the z-plane containing the
origin, with the order

=00z (z-0; e>max{0,6—7]-1), (5.2)
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zFl(a, bic;z ) Z (a)n(b)n Z .3)

(c)s n!’
(v)n is the Pochhammer symbol defined by

(V)n = I"(v+n) (n=0)

OB { W+ (v+n—1)  (neN), 6.4)

and (just as in Definitions 1 and 2) the multiplicity of (z— ¢)*~! is removed by requiring log(z—¢)
to be real when z2—¢>0.
Remark 1. For §=— 3, we note that
K" f(2)=Dz"f(=). (5.5)

In order to prove our results for the generalized fractional integral operator§s”, we recall
here the following lemma due to Srivastava et al. [15).

Lemma (Srivastava et al. [15]). If 8>0 and £>8—np—1, then

T+ 1) (k—8+7+1) .,

XX P
B2 = 5 S DIt B4 D)2

(5.6)
With the aid of this Lemma, we prove

Theorem 11. Let 8>0,8<2, B+ 7> —2,8—7n<2, and 8(B+7)<3B. If f(2)€ T is in the
class R,[A,B,a) with the parametric constraints given by (4.3), then
r2—8+plz"?
r2-8re+a+n

{1 (B—AY1—a)2=d+17) )
1+B+(B-AN1-a)1-7)2-8)2+8+7)

G.7)
8,1 r@2-—8+p)lz-?
<1177 < To g+ A7)
(B—AY1—a)(2—-65+7)
{ "I+B+(B-A)1- a)]‘(ll - ”a)(z+,9+;;)|z|} (z¢ th),
where
_(U (8<1)
U’_{U\{o) (6>1). (.8)
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Equalities in (5.7) are attained for the funciion f(2) given by (4.13).

Proof. By using the Lemma, we have

r@2-40+ 77) 1-2

@) = v—oywa+hvn”
_2 L+ DM(n=0+9+1) .
"21‘(n—6+1)1"(n+ﬂ+7)+1)a"z ’
Letting
_ P@2=8TQ2+8+72) s 580
H(Z) = r2—6+7) 22 87 f(2)
=z— Z‘I'(n)anz",
where
‘I’(n)_— (2_ o+ U)n-l(l)n (n € N\{l}),

(2= &)n-1(2+ B+ 7)n

we can see that ¥(#) is non-increasing for integers » (# € N\{1}), and we have

0<W(n) < () = #m)—ﬁ (ne N\(1}).

Therefore, by using (4.9) and (5.12), we have

|H(2)| = |z|—~r(z>|z|222an

(B—AY1—a)(2—68+7)
[1+B+(B-A)1-a)l(1—-7)2—8)2+8+7)

= || | 2f?

and

|H@)| < 2l +¥@]2F ) an
(B—A)1—-a)2—8+7) | z]?
[1+B+(B-AX1-)l(1—-r)2—8)2+8+2) """

<{z|+

This completes the proof of Theorem 11.

15

(5.9)

(5.10)

(5.11)

(5.12)

(5.13)

(5.14)

Similarly, by applying Theorem 2 (instead of Theorem 1) to the function f(z) belonging to
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the class C,[A, B, al, we can derive

Theorem 12. Let 80, <2, B+3>—2, §— <2, and 8B+ 7)<38. If f(2)€ T in the
class C,[A, B, a] with the parametric constraints given by (4.3), then
r2—o+n)|z|"?
r2—-ore+a+ns)

'{1 (B—A(1—a)2—6+17) |2|}
2[1+B+(B—A)Y1—a)]1—7)2-8)2+8+7)

r2—a+n)lz"?
T(2—&r@+8+n)

N (B-A)1—a)(2=8+27)
'{IT 2[1+B+(B—A)(1—a)i1—7)(2—7)8)(2+B+;7) 'z‘} (z¢ Do),

(5.15)

< |HPf(2)] <

where Uy is defined by (5.8). Equalities in (5.15) are attained for the function f(z) given by
(4.16).

Remark 2. Taking #=—0J=yu in Theorems 11 and 12, we get the results of Theorems 7
and 8, respectively.

Remark 3. Putting A=-1 and B=1 in Theorems 11 and 12, we get the corresponding
results for the classes R,[e] and C,[a], respectively.
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