Kumamoto J. Math. 75
Vol. 13, 75-81 March (2000)

Analysis of multivariate growth curves with covariates
Takahisa Yokoyama

(Received July 26, 1999)

1. Introduction

Suppose that m response variables z, ..., Tm have been measured at p different cccasions
(or treatments) on each of N individuals, and each individual belongs to one of % groups. Let

z1? be an mp-vector of measurements on the j-th individual in the g-th group arranged as
O =(xif), ..., TGy correr Ty oy TERY

and assume that x{®”’s are independently distributed as Nus(1£?, 2), where 2 is an unknown mp
X mp positive definite matrix, j=1, .., Ns, 9=1, .., £. Further,we assume that mean profiles

of z§® are m-variate growth curves with » covariates, i.e,
#O=(B'RIn)E®+ 8 cf?, (1)

where B is a ¢ X p within-individual design matrix of rank g{<p), B'@I, is the Kronecker
product of B’ and the m X m identity matrix, ¢{?"s are 7-vectors of observations of covariates,
£ are mg-vectors of unknown parameters, @ is an unknown 7 X mp parameter matrix. Let

X=[xf", .., 28, oo, 2f?, ., 2, N=Ni+--+Ne.

Then the model of X can be written as

X ~ Nuxno{ AE(BRIn)+ CO, 2Q1Ix), 1.2)
where
v, O
A=
0 1w
is an N Xk between-individual design matrix, 1. is an z-vector of ones, C=[c{", ..., M), ......,

o, ... eV is a fixed NX» matrix of covariates, rank [A, Cl=k+7(<N-p), & =[&wm, ..,
£®Y is an unknown £ X mg parameter matrix. Without loss of generality, we may assume that
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BB'=1,. In fact, if BB’+1I,, we may replace 5 and B by E((BB)"*®I.) and (BB’)""*B,

respectively. The mean structure of (1.2) is a mixed MANOVA-GMANOVA model, and the

GMANOVA portion is an extension of Potthoff and Roy [3] to the multiple-response case.
This paper is concerned with a family of multivariate random-effects covariance structures

.Qs=(B§®Im)As(Bs®Im)+Ip®2&, 0<s< q, (1.3)

which is naturally introduced by assuming that the first ms columns of 5 are random, where
4s and X5 are arbitrary msXms positive semi-definite and X m positive definite matrices
respectively, Bs is the matrix which is composed of the first s rows of B. The covariance
structure (1.3) is based on the following model with differing numbers of random effects (see
Lange and Laird [2]):

o=y + (Bi®In)f + &, 0<s<q, (14)

where £ is defined in (1.1), 7 is an ms-vector of random effects distributed as Nus(0, 45), &2
is an mp-vector of random errors distributed as Nus(0, ®Z:), 78””s and &¥’s are mutually
independent. Then, from (1.4) it is seen that

V(x}"’) = (B@Im)ds(Bs@Im) + Ip®Es( = .Qs).
This implies that
X“"NNxmp(AE(B@Im)'l' C@, -QS®IN)- (1-5)

A test statistic for testing Hos : 2=; vs. His : notHos in the model (1.2) has been proposed by
Yokoyama [5]. In this paper we propose test statistics for the hypotheses

Ho : 45=0vs. Hy;: 40 (1.6)
and
Hoz: FERsK=0 vs. Hiz: FEnsK+0 1.7)

in the model (1.5), where F and K are some known d X % and ms X / matrices of rank F= d(<
k) and rank K=1/(<ms) respectively, Ens is the matrix which is composed of the first ms
columns of Z. The null hypothesis Hx means that random effects on the elements of Ens are
absent.

2. Canonical reduction

In order to transform (1.5) to a model which is easier to analyze, we use a canonical
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reduction. Let B=[B; B:Y, and let B be a (p—¢) X p matrix such that BB'=lpqand BB’
=0. Then G=[B; Bi, BY=IGi, G, GI=lgl", ... ¢i*, &", ..., 8", ", ..., "] is an orth-
ogonal matrix of order p, and 0=GQ®I»=[0I, &, glr=[o™, .., 0, o8, ..., O8°~", O§Y, ...,
0f*-9"Y is an orthogonal matrix of order mp. Further, let H=[H,, H:] be an orthogonal
matrix of order N such that A, is an orthonormal basis matrix on the space spanned by the
column vectors of C. Then, letting Y=H:XQ'=[V, ¥, Ys]=[Y", ., 19, Y&, ., Yo,
Y®, . V9] and [ V3, Ye)= Yoo =[ Y, ..., ¥§3)], the model (1.5) can be reduced to a canoni-
cal form

4 u
H’XQ’=|: :|~NNxmp(|: - ], w@IN), (21)
Yoo Y5 AZ 0

where p=HiA[Z, 0]+ H{COQ', A=H;A,

[y

¥

?P'=Q.QSQ’=( 0 )and w;l_ls®23=dszo. (2.2)

Ip-s&Zs

3. Test for Hy

In this section we consider the likelihood ratio (=LR) test for the hypothesis (1.6) under the
model (2.1) instead of the model (1.5). Since g in (2.1) is a free parameter matrix, for testing
the hypothesis (1.6) we may consider the LR test formed by only the density of Y. The model
for Y is

Y ~ Naxmo([AZ, 0], TQL), (3.1

where #=N—7r. It is easily seen the maximum likelihood estimator of & under Hu (or Hy)
is given by &=(A’A)"'A’Yun. Let L(E, ¥, Zs) be the likelihood function of Y. Then we
have

9( ¥, Zs)= —2log L(__E‘, Ui, Zs)

=n 109 | w'ul‘l'tl‘ qfﬁlSu"‘ n(p—s) ]09 IZs|+tl'Zs_l(gsgi)+§ Y?!(j,’ 1’3(”),

and
ming(¥, Z0)=np log |7 51 StHun+ 25 ¥e v +n (3.2)
i g\ ¥, os p log no\ & uaT & b 3 mp, .

where
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Su S Sis
e Sn S
S=Y[L~-AA'A)'A Y= Su Sx Sas |, Suzmun=
Sat Sz
Sa Se Sa

and S&’=Yi"[I,— A(A'A)" A1 YS". However, since the minimum of 9(®h, Z5) under Hy, is
complicated (see Yokoyama [5]), we consider the minimization of (P, Z) under the assump-
tion that ¥, is arbitrary positive definite instead of the restriction that ¥,>I,®3;. The
minimum is given by

ming( ¥y, Zs)=nlog I%SIII

_ 1 S oun 4 BV von m)l
(=) tog | L (st + 57 17 119 -, .
Therefore, from (3.2) we can suggest a test statistic
1 (S cin ¥ i u)) o8
1Sul 2 Esw+ % v vs "
1 ) R

[ sthon+ 5 v v)

for testing Ho: vs. Hu. Here we note that the statistic A, is the LR statistic for ¥, =I,Q;.
The statistic A, can be expressed in terms of the original observations, using

VY= 0D, Su=0\DrrcaQl, SE= 08 Dir.ca08, 3.5

where Dizec=Dyz— D.rcD;chcx, Dzrica= Dizz.c— D.ra-aD;J .cDaz.c and

Dz Dz Dxa
D=[X,C,AllX,C,Al=| Do Do« Dea | (3.6)
Doz Daec Daqa

Lemma. When the hypothesis Ho is true, the h-th moment of Aiis

- Fms(%(n—k)+h)
(p_s)m(p—s)h ]‘m<%(n—k))

E(AhH=

Fm(%{n(p —s)—klq —sj} +(p— S)h)I’m(%(np—kq))
PM(%{n(P—S)_k(q—S)})Fm(%( np— kq)+ph)
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where Tn(*) is the multivariate gamma function defined by F(n/2)=n"" VT P ((n—7+1)/
2).

proof. The statistic A, can be written as

| Su ||;(qz_:ssgn+’§' v YB‘”) p-s

|—(2 s+ s+ 5 v vl

Under Ho, it is easy to verify that Su, Sz and Y5 Y: are independently distributed as Wishart
distributions Wis(n— &, Is®3s), Wag-sn—k, Is-s@Zs) and Wacp-a(#, Ir-s&Zs), respectively.
From this, the A-th moment of /i can be obtained.

Using the above lemma, we can obtain an asymptotic expansion of the null distribution of
statistic —zp: log A, by expanding its characteristic function.

Theorem. When the hypothesis Hy is true, an asymptotic expansion of the distribution function
of statistic —npilog A, s

P(—np1log h=z)=P(x5<x)+O0(M™®)
Jor large M =np,, where f;=%ms(ms+1) and o) is defined by
fm(l—pl)=%ms{6(ms+1)k+2mzsz+3ms—1
Wﬁ(p Q) —6(m+1)(p— @)k +2m*+3m— 1}}

In a special case g=p,

2
=1 }z{k+(2ms +3ms—1)(p—s)p+2m*+3m— 1}

6(ms+1)(p—s)p

Next we consider the exact LR criterion A" for Ho vs. Hu, based on the distribution of
Y. Let

F=—- Su, L= WZ S#+ 2 Y Y”’)

For the case %—I:®5:=0, the LR statistic /, is equal to Ai. However, if it is not the case,
A, becomes very complicated. As a simple bound for A,, consider
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_ [A if Bu—LRE:>0,
1, elsewhere.

Then we have /,</,<71,. We note that A, agrees with 71, in the case m=s=1.

4. Test for Hy:

In this section we consider the LR test for the hypothesis (1.7), based on the distribution of
Y. Let E=[Zns, Em). Then, from (3.1) we have

K"‘Nnxms(A-Ems, %l@ln),
Yo~ Naxneo-s([ A=, 0], (Ip-s@Z5)R1I5). (4.1)

Since Y; and Y(s are independent and all information about Sas is contained in Y1, we may
start from the model for Y. Here we assume again that & is arbitrary positive definite.
Using a well-known technique in a general MANOVA model (see, e.g., Gleser and Olkin [1D),
we can suggest a test statistic

Me=|I+ Vu V| (4.2)
for testing Hoz vs. Hiz, where V.=K'SyK,
w=K EnsF(F(A A F) \FEnK, En=(A'A)A Y.
The statistic A2 can be also expressed in terms of the original observations, using
Su=QDzz.ca®l, A’A=Duac, Ens=Did-cDas-cQi, 4.3)

where the submatrices of the matrix D are defined in (3.6). Under Hu, it is easy to verify that
Ve and Vi are independently distributed as Wi(n— k&, K’ ¥1.K) and W{d, K’ ¥, K), respectively.
Therefore, the 4-th moment of A, is obtained from that A is distributed as a lambda distribu-
tion A«(d, n—k) and is given by

B(%(n—k)+h)l"l(%(n—/c+ d))
n(%(n—k))n(%(n—kw)w)'

E(ANH= 4.49)

The null distribution of statistic — #0: log Az has an approximate chi-squared distribution with
degrees of freedom f;=d!. For an asymptotic expansion of the distribution function of the
statistic, see, e.g., Siotani, Hayakawa and Fujikoshi [4, p. 250].
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