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In his paper [2] (cf. also Bell and Slomson [1]), G. Fuhrken oktained
several results concerning the existencz of models for sentences in first order
languages with an additional quantifier. In this paper we concern oursslves
with the language L, which is formed by adding, to first order language L

with equality, an additional quantifier (Qx) with the interpretation “for almost

all”. We shall show that a Fuhrken type theorem holds for our Ly as well.

§1. The language Lo

Consider the first order logic L with equality and countable lists of
predicate symbols, of function symbols and of individual! constant symbols.
We form the language Ly by adding to L a new quantifier (Qx) which is read
“for almost all x”. Thus L, has the three quantifiers (Fx), (Vx) and (Qx).
The set of formulas of Lg is the least @ which contains all atomic formulas
of L and has the property: If ¢, ¢€® and y is a variable, then ¢, ¢\/¢,
N\, (), (Wydp, (Ry)pED.  We make the convention that ¢(vy, ..., v,)
denotes a formula of Ly whose free variables form a subset of {vy, ..., v,}.
Sentences are formulas without free variables. By a weak model for Ly
(Keisler [3]) we mean a pair (9,5%) such that 9 is a model for the first
Al of U, i.e. F&

A|. satisfies a formula

order language L and § is a set of subsets of the universe
S(|¥U[). The notion that an n-tuple <ai, ..., a,>, a,€
¢y, ..., v,) 0f Lo in (U, F) is defined by induction on the complexity of ¢,

and denoted by
QL®» = olay, ..., a,l.
The (Qx) clause in the definition is:
L3 |= (Qv¢©) [ay,..., a,]
if and only if

(el |OLE = ¢lbay, ..., a,]) EF.
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The other cases in the definition are familar ones for L.

§ 2. Fuhrken’s reduction technique

We associate with each formula ¢ of Ly a formula ¢ of Ly, defined by the

following recursion:

(A) If ¢ is atomic, ¢'=¢ and (F¢)'=7¢;
(B) (TF7¢d)=¢;

(C) @AD'=¢'N¢';

(D) (Z(@ADY =TV (TP';
(E) (pV)'=¢'\V¢';

(F) T@Ve)'=CH' NCTZ';
(G) () =(Fv)(Pp@))';
(H) @) =Wv)(Z(v));
(1) ((Fo)p@)'=(Vv)(d@);
(1) W) =Fv)(Z@));
(K)  ((Q)p(2))' =(Qu)(d())';
(L) (FQvp()'=(Qu)(T ().

For each set 5 of sentences of Lo, let
J'={d|oE I}
The following lemma is trivial.

LEMMA 1. If ¢ is a subformula of a sentence of 3, ¢ s an atomic

formula.

LEMMA 2. Let (,3) be a weak model and § be an ultrafilter over |2L].
Then

O3 E Lif O = 3.

PROOF. Let ¢(v,, ..., v,) be a subformula of a sentence of X and 17 2P
a, be elements of |%A|. We shall show

(1) QD = dlay ..., a,] iff AF = ¢ lay ..., a,]

by induction on the construction of ¢. The only non-trivial step is (L).
Assume that (1) holds for the formula Z¢(v,,, ..., v,) and a, ..., a,c|ul.
Let
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(2> T={celd| | |= 7¢lc.a, ..., a,]).
Then by the induction hypothesis

T={ce % | |= T Lo ay,..., a,]).
By the definition of satisfaction

QP = @ Few) [a,, ..., a,] iff TEF.
On the other hand,

@ = 7 Qe [ay ..., a,]
if and only if

€y

This means by (2)

(9[78) !: ¢'|:C’ Q15 oues an]} $g-

QLY = 7@ [ay, ..., a,] iff TEF.
Therefore by the definition of (L) and above results
QL3 = 7Que®) [ay, ..., a,]
if and only if

A, = Q) [ay ..., a,]. q.e.d.

19

We let L* be the language obtained from L by adding a new binary
predicate letter H. We associate with each formula ¢ of Ly a formula ¢* of

L*, defined by the following recursion:

(1) If ¢ is an atomic formula, ¢*=g¢;

(2D T*=7¢%

(3 (PAD*=¢* N

(4 (DVe*=¢*\/¢*;

(57 ((Fv)d)*=("v) ($(w))*;

(67 (Vo)) =) ($p(w))*;

(7)) {(QpW)*=(Tu) (Vo) (H(w,u)—(p(w))¥},

where % is the first variable occuring after all those variable in (p(2))*

the list of the variables.

in

Next we associate with each I of sentences L, a set 3* of sentences of

L*. 3* consists of all the following sentences:
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(a) All the sentences ¢* for ¢€J;
(b)) Vo) (Hv) H(vy,v0);5
(c) Woo(Vvd(Fv) (Vo) {H'(vs,v0) N\ H(3,v,)H v, 05},

LEMMA 3. Let 3 be a countable set of sentences of Lo and A be an
infinite structure. The following conditions are equivalent.

(i) There exists an ultrafilter § over || such that LF) |= 3.

(ii) There exists a binary relation R on || such that QLR) = 3™

PROOF. (i)=(ii). Suppose that § is an ultrafliter over || such that
L% |= 3. Let o be the collection of all those set SEF such that

S={Be|U (U |=¢bay, ..., a,])
fdr some subformula (Qv)¢(v,vy, ..., v,) of a sentence in I’ and some sequence
a, ..., a,€|Al. Let & be the set of all finite intersections of the elements
of . &% is a subset of & since § is a filter. Clearly ? gmﬁ Let f be
a map of |¥| onto & and R be the binary relation defined on || by
<b,a>ER if bESf(a).

From the construction of R it is clear that (,R) is a model of sentences
(b) and (c) above. We shall show that (2, R) is a model of other sentences
of 3 by proving that for all subformula ¢(vy, ..., v,) of sentences in 3 and

all ay, ..., @, €%,
(3) QLY =¢lay, ..., a,] iff LR |=¢ a, ..., a,].

The proof is by induction on the number of longical symbols in ¢(vy, ..., v,).
Cleary (3) holds for the atomic formulas and for the formula 7¢,¢/\¢, o\ ¢,
(Fv)¢ and (Vv)p whenever (3) holds for ¢ and ¢ Assume that (3) holds
for ¢(v,v1, ..., v,) and (U, |=(Qv)¢()lay, ..., a,]. Let

(9[’ S) l: ¢Ea’ all »u% 8§ an]}:

(4) S={at U]
then SEF. There exists a €|U| such that
(5) S=f(a)=R‘* {a}.
On the other hand by the hypothesis, for ¢cES
(6) Q»=elea, ..., a,] iff QR)|=¢*c,as ..., a,].

By (4),(5) and (6), it follows ‘that

oo il S o ;;-.x‘t:‘-é:«“;i}\‘..u 2oty
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QLR |= (@w) (Vo) (H(w,u)—(p(w))*} Lay, ..., a,],
that is
QLR |= ((Qu¢o)* [ay, ..., a,].

The converse direction of (3) is proved similarly.

(iD)=(i). Assume that R is a binary relation on |%| such that (¥, R) |= 3"
Since (A, R) is a model of the sentences (b) and (c), {R‘“{a}) |e€ |¥|} has the
finite intersection property. Let & be an ultrafilter containing it. We shall
prove that (2, §)[=2" by showing that

(7 A [=dla ..., a,] it ARI=¢*[a, ... a,]

for any subformula ¢(vy, ..., v,) of some sentence in 3’ and @, ..., a,€|¥U|.
Again the proof will be curried out by induction on the number of the logical
symbols in ¢. If ¢ is an atomic formula, clearly we have

QL =¢lay, .., a,] iff QR IE=S*(ay, ..., a,].

If Z7¢Cvy, ..., v,) is a subformula of a sentence of 3, ¢ is an atomic formula
by the lemma 1. Therefore

A |=7¢lay ..., a,] iff QRI=CTP*ay, ..., a,].

We shall show that (7) holds also for (Qu)¢(v,vy, ..., V).
Suppose that

R |= ((Q¢)* [ay, ..., a,].
This means
W R) = (@w) (V) (H(w, - ay, ..., a,].
Then there exists @€ || such that
R¥{a}<{c|Q,R) |=¢* [c,ay, ..., a,]).
By the induction hypothesis,
R“{@<{c| @ [=¢laay, ..., a,1)
From the definition of the ultrafilter &, R“{a} €EF. Therefore
&P = (Qvlay, ..., a,].

The other cases are trivial. This complete the proof of (7) and hence that
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of the lemma 3. gq.e.d.

By the lemma 2 and the lemma 3, we have the following theorem.

THEOREM 1. Let 3 be a countable set of sentences of L, and U be an
infinite structure. There exists an ultrafilter § over |U| such that (U,F) =2 iff
there exists a binary relation R on || such that (U, R)|= 3'*.

The following theorem is proved similarly.

THEOREM 2. Let 3 be a countable set of sentences of Lo and U be an
infinite structure. There exists a filter © over || such that (U, &) |= 3 iff there
exists a binary relation P on |U| such that (U, P))|=3*
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