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1. Imtroduction

It was well known that X is a random variable with mean E[X]=0 and
given variance %, then the entropy is a maximum if and only if X is a normally
distributed random variable. This fact is generalized to the form as in section 2
(e. g. see Mardia et al. [2], p. 46). The following also is well known as Burg’s
result [1]: to fit a stochastic process by the maximum entropy method is to fit
an autoregressive process to the process (e. g. see Hino [3], pp. 86-89 and Ihara
[4], pp. 65-83) In these books the analysis of spectrum is used in order to prove
Burg’s result. In this paper the proof of this result is given by using the theorem

stated in section 2 instead of spectral analysis.

2. Maximum entropy property

The following theorem is well known (see Mardia et al. [2], p. 46).

THEOREM 1. Let wus consider the set of all probability densiy functions g(x) with

support S satisfying the constraints
(1) Elb(X)]=cy; =1, 2, ==+, p

where the c; are given constants. Then the entropy E[—log g(X)] is maximized by
the probability density

P
(2) Fx; D=exp [a(D+b(x) + 2 0:0,(x)], x€S,

i=1
provided there exz'sisrz):(ﬁl, <+, 0,) for which the constrainis (1) are satisfied. If

such a ) exists, the maximum is unique.
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3. Burg’s result
The following statement of Burg’s result follows from Ihara [4], p, 82.

THEOREM 2. Let {X,; =0, +1, £2, -} be a real valued weakly stationary process

with mean E[X,]1=0 and covariance function
r(@O=E[X,X,.:].

If

(3) r(@=c¢;, i=0,1, -+, p

Y
where the ¢, are given constants satisfying >, d;d.c;_, >0 fo rall nonzero vectors (dy,
7, k=0

cee, dy) and c;=c_;(1=1, 2, -+, p), then the process with maximun entropy satisfying
the constraints (3) is an autoregressive process of order p.
4. Probability density of AR (1)

An autoregressive process of order p will be abbreviated to an AR(p) process.

Let (X;: =0, £1, ---} be a process defined by the difference equation
(4) X,=—aX,_ +e¢

where|a| <1 and {e;; £=0, £1, ---} is a sequence of independently and identically

distributed random variables having a common normal distribution N(0, ¢%).

Suppose that x;, x,, -+, x, are consecutive observations from (4). Since
E[X,]=0, t=0,1, -+, n, and
E[XtXH-i]:%_-‘_Z%ZZE—x t=1,2, --+, n;1=0, 1, --- 1§,
the probability density of x=(x,, :--, x,) is given by

k\
—

fl =@ Sl F enp— oy 2 S0
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1 —a (—a)* + -+ (=)™t
gt —a 1 —a - (=)™
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(=" (= " (=" ... 1

It follows from simple computations that

2% ] =¥z>—n and

_.az’

1 a 0 0O -+ 0
o1 a 1+4d a 0 --- 0
2 = _-
i o’

0 0 0 0 1

Thus f(x; @) can alternatively be written by

f(x; @)
(5)

_1 i Ry N n—1 n
= (2o % /1—2" exp [Ziz {2} +x2 -+ :Zz x2 +2a§§x,_1xt}]

5. A simple proof of Theorem 2

Let X=(X,, X,, -+, X,) be a random variable having the brobability
density f(x) with f(x)> 0 for x € R”. Let, further, f(x) satisfy the constraints

E[XL:I:()’ t=1; 2: DY 7
(6> E[X?]:CO.* t=17 21 N
E[X,X,.,J=ci, t=1,2, -+ ,n—1

where ¢,70 and c¢,7c;.

Then we have from Theorem 1 that the maximum entropy is attained by the
distribution with probability density of the form

f(x: z})=exp [ao(lp>+bo<x)+(ﬁ1x1+ t '_"ﬁnxn)
+ (0n+1x?+ T +02nxi) e (‘92n+lxlx2+ et +{93n—1xn—lxn>]'

Comparing to (5), we choose @=(f, « « -, 6,,_1) such that
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exp a() = (20 % (Cg“&)‘;“

Co
by(x)=0
b= ---=06,=0
_ G — ... — _ 1 — 0 G
b= =0 » Onn= = Oan-1= = s bon 2(c5—¢D
c
Orns1= + + » =03_1= —C(E]——IC%_.

For AR(p), we compute the constraints corresponding to (6) and we may

apply Theorem 1 as in the above discussion.
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