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§1. Summary.

The problem to select the population in some specified sense from several preas-
signied populations is very important. A general aspect which generalised a
class of closed sequential statistical procedure (CSSP) introduced by Paulson [5]
was presented by us [27], where a family of CSSP was applied to the populations
whose probability density functions follow one parameter exponential distribu-
tions, and where many sequential statistical procedures cited there were classified
into several different ways.

A problem which selects the population with minimum variance from several
normal populations was discussed by the authors such as Gupta and Sobel [17,
Nomachi [27], Paulson [37], [4] and [5] and Truax [6]. However no closed sequen-
tial (multiple) statistical procedure for the selection of population having the
minimum variance has been used by any of them, except for [2].

Our object in this paper is to present certain family of CSSP for a set of proba-
bility 1- in 0<a <1 and for a certain configuration of population variances for
which the probability by which the best population (with the minimum variance)
from several normal populations having unknown means is selected is larger than
the preassigned value 1-« in 0<a<1. '

§2. Introduction.

Let us consider a set of (experimental) normal populations I7,(i=1,2,...,k) having
mean #; and variance 67 whose values are unknown to us. Let {x;;}, j=1,2, ...
be the :—th sequence of the random samples drawn from the population I7;(i=
1,2,...,k).

DeriniTiON. For a fixed value of po(0o>1), let us define a configuration of &

population parameters (¢4, 03, ..., 0;) by

< 4
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@21  8(0u, p)=101,02 000 = 000172 000013, 01 = 013, 5 = 2,3, -+, K}

where o717 denotes the least one among (01,03, ---,0). In this connection, let us
define a configuration of & population parameters (01,02, -+, 0%) by

(2.2) (01155 0v) = {01502, -+, 1) |05 = 000113, 01 = 013, @ =243,y k}.

Then the configuration 0 (o1, po) is said a least favorable configuration in a class
of configurations & (0r13, p) whenever 0;=00(i=2,3,.-,k). Letus call the popula-
tion which has the minimum variance among k populations by the “best” popula-
tion. ,

Now our object is restated as to give a family of CSSP by which the pfobability
of the correct selecting decision of the best population is larger than the preas-
signed value 1 —a,(0 < @< 1), under a conﬁguration of population parameters

0 (011 @)-

§3. The enunciation of CSSP.

In the first place, let us denote by II () the population which was not eliminated
at the (I—1)-th stage of compariaons, and let us put

! !
(8.1 By = ngxi’,’j/l and S}, = j;(x‘i’,}- z{")/L,

for i=1,2, .., ki ;1=N1+1, ...y Np+1, where Ny and NV, will be defined by (3.2) and
(3.3), respectively. Let us denote by It} the population from which sZ;7,,) was
calculated, where s?;7,(;, denote the ;th smallest among a set of sample variances
2, (@=1,2,..., k) for each integer [ in My <I<N;+ 1. Then let us present a
family of CSSP denoted by Si for each value of 2 in 1< A< p, as follows.

(0) Let us define

(3.2) N, =[log{(k—1)/a}/logl]+2,

(3.3) N, = [log {(E—1)/c} /lo g {A(1+0%) A+ o))"} ]+2
and

3.4) Ay(n 3k,2,00) = A(A— B {0§(AB— 1} 7,

where the notation [&] denotes the largest integer which is not larger than the
value of &, and where

(3.5) = {a/(E— 1)} ®=D,

(i) In the first stage of comparions, let {x{h, x{%), -, %Ly} be a sample of size
N, drawn from the population 17, (i=1,2, ..., k) respectively.




]
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Let us arrange the set of & values s2, vy, s3.cvps s Sk in the ascending order
of magnitude, and write them in the following form

(3.6) 3%1],(N1) ésﬁzj,ml) s gs%k],(l‘h)-
If the following relation holds true
(37) Ax<Nl;k) a, 00)5%1]:(1\71)25%”]:(1\’1)

then we elimiate the population IT%y, 2<v <k, at this stage.

Now our statistical procedure proceeds to either one of two alt_ernative ways (1)
(a) and (2) (&)

(i) (&) In this case, if only one populatlon Iy was not ehmlated then we do
not draw any more sample and we decide the population II (1) ‘as the best one.

(i) (b) If more than one population were left as the candidates for the best
one, then we proceed to the following stage of sampling.

(1 (@=N,+1,Ni+2,...,N;). Proceeding by induction, at the I-th stage of
sampling, let us consider the set of populations denoted by T (i=1,2,..., k)
which were not eliminated until the (I —1)-th stage of comparisons. Let x!";, be
an additional sample of size one drawn from II\", (i=1,2,.--,k;) respectively, and
let us donote by {x¥7Y, x5, ..., {71} a pooled sample drawn from IT¢~V before
and new sample x\"), (i =1,2, ..., k;) respectively. Let us arrange the set of %
values s ;,(i=1,2,...,k;) in the ascending order of magnitude, and write them in
the form st,5,) Zstog,in < st

If the following relation holds true

(3.3 A\ sk, 00)st13,00 = sto3,um

then we elimiate the population I7{5, 2 < v < ki, at this stage.

In this case, our statistical procedure proceeds to either one of two alternative
ways (1% () and (1% (b).

(1% (). If only one population ITt; was not eliminated, then we do not draw
any more sample and we decide the population I7 ¢ as the best one.

(1% (b). If more than one population were left as the candidates for the best
one, then we proceed to the following stage.

We continue these steps of sampling and comparisons in a sequential ways, so
far as the best population has not been decided and until the stage number [ is
smaller than or equal to a preassigned integer N,. If we attain to the case of
(IN9) (b), then we proceed to the following (N,+1)-th stage.

(N, +1)°). In this stage, let us consider those population which were not
eliminated at the N,-th stage of comparisons. Let x{73}; be an additional sample
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of size one drawn from JI{¥:*V, (i=1,2, ..., ky,.1) respectively, and let us denote
by {x{@+D, x W+ x WD} a pooled sample of samples {x{¥?, x{P, ..., N,

drawn from IT¥? before and new sample {11, i=1,2,...,ky,.1 respectively. Let
us arrange the set of ky,.1 values s?,y,+1), G=1,2, ..., ky,;1) in the ascending order
of magnitude, and write them in the form s, (v,+ 1= 5%27, W+ D="""=Es 32,17, W2+ D

Then we decide the population I7/#:*? as the best one.

§4. Main result.

Let us denote by P{II;17] S»,0(0r13, p)} the probability by which the best popula-
tion IT(q is eliminated by mean of CSSP S, under the configuration of population
parameters 0(0r13,0). Then we have the following.

TuEOREM. For a set of constants {k, c, po, A} which were assigned previously in
k=2 0<a<l, po>1and 1<1<p3, we have

(4.1) ' P{H (13] S5, Opry, )} St

Before the proof of this theorem, let us enunciate the following preparations.

For a fixed constant p, in p, > 1, let us consider a test of hypothesis H, : p = po
against alternative H; :p=p0/4 (03>21>1), where p=0./01. Let {x;1,%:2,---,%; »}
(i=1,2) be two independent samples drawn from the normal population I7;(:=1,2),
and put that

B4

n
4.2) Zin= le,i/n> s}.= Zl(xi,i—&i,n)z/na and F,,ZS%,,,/S%,,,-
i i=1

[

Now the statistic F,/o% and F,/o? follows F-distribution with a pair of degrees
of freedom (n-1, n-1) under H, and Hi, respectively. Then we have the following
lemmas.

Lemma 1. (Paulson [5]). We have

b (Fr/03) -
4.3) P{ hn(Fn/(Oo/Ol)Z) < B, atleast one n, n < |H0} <8,

where f=ca/(k—1) and

I'(n—1) Fo-92
{f(n—1)/2)}2 0" *A+F, /o)’

(44) hn (Fn/pz) = (Fn 20)

LemMma 2. For a set of constants {k, «, o, 2} which were assigned previously in
k=2, 0<a<l, po>1and 1<1<pi, we have
(4.5) P{II11] Sy, 0(0t13, P} = B,

where B=ca/(k—1).
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Proof. From the definition of procedure S,, we have
(4.6) P{II113] Sy, 0 (013, po)}
= P{F, < A7 (n ; k,a, 00), for some n in Ny < n < Ny| Sy, 0(0c13, £0)}s

where F,=s%,/s?, was defined by (4.2). In virtue of (3.2) it easily turns out that
the relation n = N; means the following relation

.7 AB,>1,
where B,= {a/(k—1)} "D For a set of specified constants {k,c, 0. 4} which were
assigned previously in £2>2, 0<a<1, po>1 and 1<2<p?, noting that B,<1, we
can see that n <N, means 4,(n;k,«,0,)=1. Hence after simplification, the rela-
tion in (4.3)
(4.8) b (Fu/ 03)/hn (Fu/(00/ 2)?) < B
can be written in the following equivalent form
(4.9) F,<0§(AB,—1){2(2—B,)} .
Therefore by use of the result of Lemma 1, we have
(4.10) P{IIt15]| Sy, 0 (0713, @0)}
= P{F,<0§(AB,—1){2(A—B,)}, for some n in N1 <n<N;|S,, 8 (013, po)}
= P{F,<03(AB,—1){2(A—B,)} ", for some n<oo|S,, 0 (013, po)}
= B s
which is to be proved.
Lemma 3. Under the condition of Lemma 2, we have

(4.11) P{Il15] 8, 00013, o)} = P{I (11| S, 0 (0113, P0)} -

Proof. Since that for any o> p,>1, F,/o, and F,/p follows F-distribution
with a pair of degrees of freedom (n—1, n—1) under H, and H,; (equivalently, under
0(0r13, po) and 0 (013, p)), respectively, we have the following relations

(4.12) P{I 13| Sy, 013, po)}
= P{S% n/‘s% n < AZI("’ a k: a: 00)3 fO’r some n ’I/n ng TL§NZ| SM 6(0-[1], Po)

e SZn (lB 1) - < < }
P{ s2 02 = 2(A—B,)’ , for some nin Ny < n < V2| Sy, 0(0t13, po)

> { 3271 po(lB 1) . = }
=P 51 np < Zx(l B) 3 for some n 1N N1=n§N2|SM6(O'DJ’p>

= P{F,<A4:'(n ; k,a,00), for some n in Ny < n < N;| Sy, 0(0c13, o)}
=P {IID] I SM 6(0-[1]: P)}:
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which is to be proved.
Proof of the thorem. In the lighs of symmetric property of our statiatical

procedure S, and the results of Lemma 2 and Lemma 3, we have the following
relatlons

(4 18) P{l13] Sy, Oc1y, P)}
=Pds? .o S A § by O, Da) 5% g5 JOP, é&me ym2<yv<k
and for some r;, i N < n<N;| S, 000013, p)}
<(k—1)P{st o > A(n;kya, 00) 83, for some n in Ni<n=<N:|S,, 000, o))
= (k=D P {13 S, 00013, P}
= (k—1)P{II15] Sy, 0 (013, p0)}
=a, .

which is to be proved.

§5. Related problem.

The stage number » which our CSSP terminates eventually is a random variable
depending upon total samples drawn before. When we consider about the perfor-
mance of our procedure, E{n}, the expectation of n, mé.y be a sort of measures
for the performance. In case when 1=p,, we have

A{igzNz =[log{k—1)/a}/log{(0o—1/00)/2} ]+ 2,

however, we do not know what value of 1 in 1<2<p} makes E{n} minimum value.
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