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Abstract. The best constant of the discrete Sobolev inequality

(
max

0≤j≤N−1
|u(j)|

)2

≤ C

N−1∑
i=0

[
|u(i)− u(i+ 1)|2 + q|u(i)|2

]
,

where u = t(u(0), · · · , u(N − 1)) ∈ CN satisfies u(N) = u(0), is obtained,
where q takes not only positive values but also zero or negative values. The
best constant of above inequality is equal to a harmonic mean of positive
eigenvalues of the symmetric second-order difference matrix. We stress that
the best constant is obtained through the boundary value problem of second-
order difference equation, which describes a bending phenomenon of a string.
This boundary value problem is essentially solved by finding an inverse or
its variant, which includes a Penrose-Moore generalized inverse.

1 Conclusion

Let N = 2n + 1 + ε (n = 1, 2, 3, · · · , ε = 0, 1) if N ≥ 3, q be a real number
and ω = exp(

√
−1 2π/N) the N -th root of 1. For u = t(u(0), · · · , u(N − 1)), we

introduce Sobolev energy

E(u) =
N−1∑
j=0

[
|u(j)− u(j + 1)|2 + q|u(j)|2

]
, u(N) = u(0).

With this setting, we have the following conclusions:
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Theorem 1.1. Let q be 0 < q < ∞. Then for any u ∈ CN , there exists a positive
constant C which is independent of u such that the discrete Sobolev inequality(

max
0≤j≤N−1

|u(j)|
)2

≤ CE(u) (1.1)

holds. Among such C, the best constant C0 is given by

C0 =

UN

(
q + 2

2

)
2

(
TN

(
q + 2

2

)
− 1

) , (1.2)

where TN (x) defined by TN (cos(θ)) = cos(Nθ) is Chebyshev polynomial of the first
kind and UN (x) defined by UN (cos(θ)) = sin(Nθ)

/
sin(θ) is Chebyshev polynomial

of the second kind. Moreover, C0 is equivallently expressed as

C0 =

∣∣∣∣∣∣∣∣∣∣
q + 2 −1

−1 q + 2
. . .

. . .
. . . −1
−1 q + 2

∣∣∣∣∣∣∣∣∣∣
/ ∣∣∣∣∣∣∣∣∣∣

q + 2 −1 −1

−1 q + 2
. . .

. . .
. . . −1

−1 −1 q + 2

∣∣∣∣∣∣∣∣∣∣
, (1.3)

where the numerator is a size of (N−1)×(N−1) determinant and the denominator
is a N ×N determinant. If we replace C by C0 in the above inequality (1.1), then
the equality holds for

u =
1

N

N−1∑
k=0

t(· · · , ω(j−j0)k, · · · ) 1

4 sin2(πk/N) + q

with j0 (j0 = 0, 1, 2, · · · , N − 1) arbitrarily fixed.

Theorem 1.2. Let q satisfies −4 sin2(π/N) < q ≤ 0. Then for any u ∈ CN

satisfying
N−1∑
j=0

u(j) = 0, there exists a positive constant C which is independent of

u such that the discrete Sobolev inequality (1.1) holds. Among such C, the best
constant C0 is given by

C0 =
1

N

N−1∑
k=1

1

4 sin2(πk/N) + q
.

If we replace C by C0 in (1.1), then the equality holds for

u =
1

N

N−1∑
k=1

t(· · · , ω(j−j0)k, · · · ) 1

4 sin2(πk/N) + q

with j0 (j0 = 0, 1, 2, · · · , N − 1) arbitrarily fixed.
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Theorem 1.3. For any fixed m (m = 1, 2, 3, · · · , n − 1 + ε), let us assume
−4 sin2(π(m + 1)/N) < q ≤ −4 sin2(πm/N). Then for any u ∈ CN satisfying
N−1∑
j=0

u(j) = 0 and
N−1∑
j=0

{
cos
sin

}
(2πjk)u(j) = 0 (k = 1, 2, 3, · · · ,m), there exists

a positive constant C which is independent of u such that the discrete Sobolev
inequality (1.1) holds. Among such C, the best constant C0 is given by

C0 =
1

N

N−m−1∑
k=m+1

1

4 sin2(πk/N) + q
.

If we replace C by C0 in (1.1), then the equality holds for

u =
1

N

N−m−1∑
k=m+1

t(· · · , ω(j−j0)k, · · · ) 1

4 sin2(πk/N) + q

with j0 (j0 = 0, 1, 2, · · · , N − 1) arbitrarily fixed.

The above theorems are a discrete version of [1, Theorem 1.3] and the constant
C0 is also regarded as a best constant of discrete Sobolev inequality on regular
polygon. In [2], we have obtained the best constant of discrete Sobolev inequality
on regular polyhedron (Tetra-, Hexa-, Octa-, Dodeca-, Icosa-hedron). It should be
noted the cases q > 0 and q = 0 are essentially solved in [3] and [4], respectively.
However, we also treat these cases for the sake of self-containedness. The engi-
neering meaning of Sobolev inequality (1.1) is that the square of the maximum
bending displacement of a string u(i) is estimated from above by the constant
multiple of its potential energy E(u).

This paper is composed of five sections. In section 2, we explain about the
bending problem of a string and prepare some basic tools which play important
roles in this paper. In section 3, we present a reproducing relation. Section 4
is devoted to prove of Theorem 1.1∼1.3. Finally in section 5, we calculate the
minimum of discrete Sobolev functional.

2 Discrete bending problem of a string

Let us consider a string which is supported by uniformly distributed springs
with spring constant q on a fixed ceiling. Further, let f(x) denote the load at x and
u(x) the bending displacement at x. It is well known that bending displacement
u(x) is governed by second order linear ordinary differential equation [1] as:

−u′′ + qu = f(x). (2.1)

In this paper, we consider the best constant of discrete Sobolev inequality (1.1)
which is obtained through the construction of pseudo-inverse (an extension of
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Penrose-Moore generalized inverse) of the discretization of (2.1) under periodinc
boundary condition. That is

BVP{
−u(i− 1) + (2 + q)u(i)− u(i+ 1) = f(i) (0 ≤ i ≤ N − 1),

u(−1) = u(N − 1), u(N) = u(0).

We introduce some N ×N matrices which play important roles in this paper. A
matrix W is defined by

W =

(
ωij

)
,

which satisfies

W−1 =
1

N
W ∗ =

1

N

(
ω−ij

)
, W W ∗ = W ∗ W = N I.

Ek (k ∈ Z) are orthogonal projection matrices defined by

Ek =
1

N

(
ω(i−j)k

)
which satisfy the following properties: EkEl = δ(k − l)Ek, E∗

k = Ek, E−k =
EN−k. Then δ(i) (i ∈ Z) is Kronecker delta symbol. L is a rotate-left matrix
defined by

L =

(
δ(i− j + 1)

)
=


0 1

0
. . .
. . . 1

1 0

 .

L is a unitary matrix, that is, L∗ = tL = L−1 = LN−1, and satisfies Lk =

(
δ(i−

j + k)

)
, LN =

(
δ(i− j)

)
= I. Eigenvalues of L are ωi (i = 0, 1, · · · , N − 1).

L is diagonalized by the matrix W as

L = WL̂W−1 =
1

N
WL̂W ∗ where L̂ =

(
ωiδ(i− j)

)
. (2.2)

Using Ek, we have the spectral decomposition of L as

L =
1

N

(
ωij

)(
ωiδ(i− j)

)(
ω−ij

)
=

N−1∑
k=0

ωkEk. (2.3)

The matrices L−i and Ei satisfy

L−i =
N−1∑
k=0

ω−ikEk, Ei =
1

N

N−1∑
k=0

ωikL−k.
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In particular, if i = 0, we have the spectral decomposition of an identity matrix I

I =

N−1∑
k=0

Ek. (2.4)

The following linear transformations ̂ and 1[-1]̂ are called DFT(Discrete Fourier
Transform) and IDFT(Inverse Discrete Fourier Transform), respectively.

CN ∋ u −̂→ û = W ∗u ∈ CN ⇔

û(i) =
N−1∑
k=0

ω−iku(k) (i = 0, 1, · · · , N − 1),

CN ∋ v
1[-1]̂
−→ 1[-1]̂v =

1

N
Wv ∈ CN ⇔

1[-1]̂v (i) =
1

N

N−1∑
k=0

ωikv(k) (i = 0, 1, · · · , N − 1).

We have the following Lemma.

Lemma 2.1. Let A be a symmetric second-order difference matrix given by

A =

(
a(i− j)

)
=



(
2 −2
−2 2

)
(N = 2),


2 −1 −1

−1
. . .

. . .

. . . −1
−1 −1 2

 (N = 3, 4, 5, · · · ),

a(i) =

 2 (Mod(i,N) = 0),
−1 (Mod(i,N) = 1, N − 1), −2 (Mod(i, 2) = 1),
0 (else).

Then A is expressed in the following three equivalent forms:

(1) A =

N−1∑
k=0

a(k)L−k = 2I −L−L−1 = (I −L)(I −L)∗.

(2) A =

N−1∑
k=0

â(k)Ek =

n∑
k=1

â(k)(Ek +E−k) + ε â(N/2)EN/2.

(3) A = WÂW−1, Â =

(
â(i)δ(i− j)

)
.



6 H. Yamagishi, A. Nagai, K. Watanabe, K. Takemura, Y. Kametaka

From (3), we see that â(k) (k = 0, 1, · · · , N − 1) are eigenvalues of A and satisfy
the following relations

â(k) = 2− ωk − ω−k =
∣∣ 1− ωk

∣∣2 = 2− 2 cos(2πk/N) = 4 sin2(πk/N),

(2.5)

â(0) = 0 < â(1) = â(N − 1) < · · · < â(n) = â(N − n){
< 4 (ε = 0),
< â(n+ 1) = â(N/2) = 4 (ε = 1).

Moreover, corresponding normalized orthogonal eigenvectors φk (k = 0, 1, · · · , N−
1) are given by

φk =
1√
N

t(1, ωk, ω2k, · · · , ω(N−1)k).

Proof of Lemma 2.1 Since the proof of (1) is standard and easy, we omit it.
Using (2.3) and (2.4), we have

A = 2I −L−L−1 =
N−1∑
k=0

(
2− ωk − ω−k

)
Ek =

N−1∑
k=0

â(k)Ek =

n∑
k=1

â(k)(Ek +E−k) + ε â(N/2)EN/2.

We have obtained (2). Using (2.2), we have

A = 2I −L−L−1 = W
(
2I − L̂− L̂

−1
)
W−1 =

W

((
2− ωi − ω−i

)
δ(i− j)

)
W−1 =

W

(
â(i)δ(i− j)

)
W−1 = WÂW−1.

We have obtained (3). Thus we proved Lemma 2.1. ■
It should be noted that from (2.2), φk (k = 0, 1, · · · , N−1) are also eigenvectors

of L and that the relation Ek = φkφ
∗
k holds. Introducing vectors

u = t(u(0), · · · , u(N − 1)), f = t(f(0), · · · , f(N − 1))

and a symmetric second order difference matrix A, one can rewrite BVP as

BVP

(A+ qI)u = f .

We assume the following three cases for q:

( I ) 0 < q < ∞.
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( II ) −4 sin2(π/N) < q ≤ 0.
(III) For any fixed m(m = 1, 2, 3, · · · , n − 1 + ε), −4 sin2(π(m + 1)/N) < q ≤

−4 sin2(πm/N).

Correspondingly, we introduce Sobolev spaces

H =

{
u ∈ CN

∣∣∣∣(I) none, (II)
N−1∑
j=0

u(j) = 0,

(III) (II) and

N−1∑
j=0

{
cos
sin

}
(2πjk)u(j) = 0 (1 ≤ k ≤ m)

}
.

(2.6)

Using Ek, Sobolev spaces H given by (2.6) is rewritten equivalently as

H =

{
u ∈ CN

∣∣∣∣ (I) none, (II) E0u = 0,

(III) Eku = 0 (|k| ≤ m)

}
. (2.7)

Moreover, we use the following symbol:

K =
{
k ∈ N

∣∣∣ (I) 0 ≤ k ≤ N − 1, (II) 1 ≤ k ≤ N − 1,

(III) m+ 1 ≤ k ≤ N −m− 1
}
.

Then, we have the following proposition concerning BVP.

Proposition 2.1. For any f ∈ H, the difference equation{
(A+ qI)u = f ,
u ∈ H

has one and only one solution given by

u = Gf , G =
(
g(i− j)

)
,

where i, j satisfies 0 ≤ i, j ≤ N − 1 and

g(i) =
1

N

∑
k∈K

ωikĝ(k), ĝ(k) =
1

â(k) + q
.

We note that g(i) is a periodic function, that is g(i + N) = g(i). G is expressed
in the following three equivalent forms:

(1) G =
N−1∑
k=0

g(k)L−k (I) ∼ (III).
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(2) G =
∑
k∈K

ĝ(k)Ek =

ĝ(0)E0 +
n∑

k=1

ĝ(k)(Ek +E−k) + ε ĝ(N/2)EN/2 (I),

n∑
k=1

ĝ(k)(Ek +E−k) + ε ĝ(N/2)EN/2 (II),

n∑
k=m+1

ĝ(k)(Ek +E−k) + ε ĝ(N/2)EN/2 (III).

(3) G = WĜW−1, Ĝ =

(
ĝ(i)δ(i− j)

)
(I).

The matrix G satisfies the following relation:

(A+ qI)G = G(A+ qI) =


I (I),
I −E0 (II),

I −
∑

|k|≤m

Ek (III).

The above proposition is a discrete version of [1, Theorem 1.1].
Proof of Proposition 2.1 From (2.4) and (2.7), we have

∑
k∈K

Ekf =


If (I)
(I −E0)f (II)I −

∑
|k|≤m

Ek

f (III)

 = f =

(A+ qI)u =
∑
k∈K

(â(k) + q)Eku.

Operating El from the left on both sides of the above relation and using the
relation ElEk = δ(l − k)El, we obtain

Elu =
1

â(l) + q
Elf (l ∈ K).

Thus we have

u = Iu =
∑
k∈K

Eku =
∑
k∈K

1

â(k) + q
Ekf = Gf ,

where

G =
∑
k∈K

1

â(k) + q
Ek =

∑
k∈K

ĝ(k)Ek,



The best constant of discrete Sobolev inequality 9

which gives (2) in Proposition 2.1. In fact, we have

(A+ qI)G =
∑

k,l∈K

â(k) + q

â(l) + q
EkEl =

∑
k,l∈K

â(k) + q

â(l) + q
δ(k − l)Ek =

∑
k∈K

Ek =


I (I)
I −E0 (II)

I −
∑

|k|≤m

Ek (III)

 .

We note that G is an inverse matrix of A+qI in the case (I) and a Penrose-Moore
generalized inverse matrix in the case q = 0. The matrix G in the forms (1) and
(3) can be easily derived by using the facts in section 2, so we omit them. ■

3 Reproducing relation

In this section, we show thatG is a reproducing matrix forH and inner product
(·, ·)H . We introduce a standard inner product:

(u, v) = v∗u, ∥u∥2 = (u,u) (u,v ∈ CN ),

Sobolev inner product:

(u,v)H = ((A+ qI)u,v) = v∗(A+ qI)u,

∥u∥2H = (u,u)H = E(u) (u,v ∈ H)

and N -dimensional vector:

j
⌣

δj =
t(0, · · · , 0, 1, 0, · · · , 0).

At first, we show the positive definiteness of Sobolev inner product (·, ·)H .

Lemma 3.1. (·, ·)H is an inner product.

Proof of Lemma 3.1 First, we treat the case (I). Since

∥u∥2H = (u,u)H = ((A+ qI)u,u) = (Au,u) + (qIu,u) =

((I −L)∗(I −L)u,u) + q(u,u) = ((I −L)u, (I −L)u) + q(u,u) =

∥(I −L)u∥2 + q∥u∥2 ≥ q∥u∥2,

we have ∥u∥2H ≥ 0 and ∥u∥2H = 0 holds if and only if u = 0. In the second
place, we treat the case (III). The case (II) is proved in the same way. Since
Eku = 0 (|k| ≤ m),

I =
N−1∑
k=0

Ek, u =
N−m−1∑
k=m+1

Eku, ∥u∥2 =
N−m−1∑
k=m+1

∥Eku∥2,
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we have

∥u∥2H = (u,u)H = ((A+ qI)u,u) =

(
N−1∑
k=0

(â(k) + q)Eku,
N−m−1∑
l=m+1

Elu

)
=

N−m−1∑
k=m+1

(â(k) + q) ∥Eku∥2 ≥ (â(m+ 1) + q)
N−m−1∑
k=m+1

∥Eku∥2 =

(â(m+ 1) + q) ∥u∥2.

Since â(m + 1) + q > 0, we have ∥u∥2H ≥ 0 and ∥u∥2H = 0 yields u = 0. This
shows that (u,v)H is an inner product in H. ■
Lemma 3.2. For any u ∈ H and fixed j (0 ≤ j ≤ N−1), we have the following
reproducing relations:

(1) u(j) = (u,Gδj)H .

(2) g(0) = ∥Gδj∥2H .

Proof of Lemma 3.2 For any u ∈ H, using G∗ = G, we have

(u, Gδj)H = ((A+ qI)u, Gδj) =
tδjG

∗(A+ qI)u =

tδjIu (I)

tδj(I −E0)u (II)

tδj

(
I −

∑
|k|≤m

Ek

)
u (III)

 = tδju = u(j)

This shows (1). Applying (1) to u = Gδj =
t(· · · , g(i− j), · · · ), we obtain (2). ■

4 Discrete Sobolev inequality

In this section, we give a proof of (1.1) in Threorem 1.1∼1.3.
Proof of (1.1) in Theorem 1.1∼1.3 Applying Schwarz inequality to Lemma
3.2 (1), we have

|u(j)|2 ≤ ∥u∥2H∥Gδj∥2H = g(0)∥u∥2H .

Taking the maximum with respect to j on both sides, we have the discrete Sobolev
inequality(

max
0≤j≤N−1

|u(j)|
)2

≤ g(0)∥u∥2H .

If we take u = Gδj0 = t(· · · , g(j − j0), · · · ) in the above inequality, then we have(
max

0≤j≤N−1
|g(j − j0)|

)2

≤ g(0)∥Gδj0∥2H = (g(0))2,
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where j0 is fixed number satisfying 0 ≤ j0 ≤ N − 1. Combining this and a trivial
inequality

(g(0))2 ≤
(

max
0≤j≤N−1

|g(j − j0)|
)2

,

we have(
max

0≤j≤N−1
|g(j − j0)|

)2

= g(0)∥Gδj0∥2H .

The above equality shows that C0 = g(0), that is, g(0) is the least constant of the
discrete Sobolev inequality. ■
Proof of (1.2) and (1.3) in Threorem 1.1 We start with

g(0) =
1

N

N−1∑
k=0

1

â(k) + q
=

1

N

N−1∑
k=0

1

2− ωk − ω−k + q
.

If we put q = a+ a−1 − 2 > 0 (a > 0), then we have

Ng(0) = −
N−1∑
k=0

ωk

(ωk − a)(ωk − a−1)
=

1

a− a−1

N−1∑
k=0

[
a

a− ωk
+

a−1

ωk − a−1

]
=

1

a− a−1

N−1∑
k=0

[
1

1− a−1ωk
+ (a−1ω−k)

1

1− a−1ω−k

]
=

1

a− a−1

N−1∑
k=0

∞∑
j=0

[(
a−1ωk

)j
+
(
a−1ω−k

)j+1
]
=

1

a− a−1

 ∞∑
j=0

a−j
N−1∑
k=0

ωkj +
∞∑
j=0

a−(j+1)
N−1∑
k=0

ω−k(j+1)

 . (4.1)

Using the relation

N−1∑
k=0

ωkj =

{
N (Mod(j,N) = 0)
0 (Mod(i,N) ̸= 0)),

N−1∑
k=0

ω−k(j+1) =

{
N (Mod(−(j + 1), N) = 0)
0 (Mod(−(j + 1), N) ̸= 0)),

and putting j = Nl (l = 0, 1, 2, · · · ) on the first term of (4.1) and j + 1 = Nl (l =
1, 2, 3 · · · ) on the second term of (4.1), then we have

Ng(0) =
N

a− a−1

[ ∞∑
l=0

a−Nl +
∞∑
l=1

a−Nl

]
=

N

a− a−1

[
1

1− a−N
+

a−N

1− a−N

]
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and therefore

g(0) =
1

a− a−1

aN/2 + a−N/2

aN/2 − a−N/2
.

Moreover, putting a = e2α (α > 0), we have

g(0) =
1

2 sinh(2α) tanh(Nα)
=

sinh(Nα) cosh(Nα)

2 sinh(2α) sinh2(Nα)
=

1

2

sinh(2Nα)

sinh(2α)

1

cosh(2Nα)− 1
.

Here, using the relation cosh(x) = cos(
√
−1x), sinh(x) = −

√
−1 sin(

√
−1x), we

have

cosh(Nx) = TN (cosh(x)),
sinh(Nx)

sinh(x)
= UN (cosh(x)).

From this relation, g(0) is rewritten as

g(0) =
1

2

UN (cosh(2α))

TN (cosh(2α))− 1
=

1

2

UN

(
q + 2

2

)
TN

(
q + 2

2

)
− 1

,

where we have used the relation

cosh(2α) =
e2α + e−2α

2
=

q + 2

2
.

This shows (1.2). (1.3) follows from the following properties of Chebyshev poly-
nomials.

UN (x) =

∣∣∣∣∣∣∣∣∣∣
2x −1

−1 2x
. . .

. . .
. . . −1
−1 2x

∣∣∣∣∣∣∣∣∣∣
(N−1)×(N−1)

,

2(TN (x)− 1) =

∣∣∣∣∣∣∣∣∣∣
2x −1 −1

−1 2x
. . .

. . .
. . . −1

−1 −1 2x

∣∣∣∣∣∣∣∣∣∣
N×N

.

The first formula is easy to prove. The scond formula is a direct consequence from
the first formula and the following relations:

UN+1(x)− UN−1(x) = 2TN (x), UN+1(x)− 2xUN (x) + UN−1(x) = 0.

This proves (1.2) and (1.3) in Threorem 1.1. ■
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5 Discrete Sobolev functional

In this section, we assume q > 0, that is the case of (I). Sobolev functional
S(u) defined by

S(u) =

(
max

0≤j≤N−1
|u(j)|

)2 /
∥u∥2H (u ∈ H = CN , u ̸= 0)

satisfies the following theorem:

Theorem 5.1.
(1) For arbitrarily fixed j (0 ≤ j ≤ N − 1), we have

sup
u∈H, u̸=0

S(u) = S(Gδj) = C0.

(2) inf
u∈H, u ̸=0

S(u) = S(cφn+ε) =
1

N

1

â(n+ ε) + q
,

φn+ε =


1√
N

t(1, ωn, ω2n, · · · , ω(N−1)n) (ε = 0),

1√
N

t(1,−1, 1,−1, · · · , 1,−1) (ε = 1),

where c is an arbitrary complex number.

It is interesting to note that (2) in the above theorem is peculiar to dis-
crete case. In the continuous limit (N → ∞), we only have a trivial inequality(

max
0≤j≤N−1

|u(j)|
)2

≥ 0.

Proof of Theorem 5.1 (1) is equivalent to Theorem 1.1. Thus we treat the
case (2). Recalling that â(k) takes its maximum at k = n+ ε (see (2.5)), we have

∥u∥2H = ((A+ qI)u,u) =

(
N−1∑
k=0

(â(k) + q)Eku,
N−1∑
l=0

Elu

)
=

N−1∑
k=0

(â(k) + q) ∥Eku∥2 ≤ (â(n+ ε) + q)
N−1∑
k=0

∥Eku∥2 = (â(n+ ε) + q) ∥u∥2.

(5.1)

The equality holds if Eku = 0 (k ̸= n + ε). Hence, in that case, we have u =
(E0 + · · ·+EN−1)u = En+εu. On the other hand, we have the following trivial
inequality:

∥u∥2 =
N−1∑
j=0

|u(j)|2 ≤ N

(
max

0≤j≤N−1
|u(j)|

)2

(5.2)
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in which the equality holds for |u(0)| = |u(1)| = · · · = |u(N −1)|. Combining (5.1)
and (5.2), we have

∥u∥2H ≤ (â(n+ ε) + q)N

(
max

0≤j≤N−1
|u(j)|

)2

. (5.3)

Since En+εφn+ε = (φn+εφ
∗
n+ε)φn+ε = φn+ε and |φn+ε(0)| = |φn+ε(1)| = · · · =

|φn+ε(N − 1)|, the equality holds for (5.3) when u = cφn+ε. Thus we have (2).
■
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